1. Introduction

About a century ago Edgeworth observed that methods of estimation based upon minimizing sums of *absolute* residuals could be far superior to least-squares methods under non-Gaussian error conditions. Laplace had drawn similar conclusions a century earlier. But computation of $l_1$-estimators, even for simple linear regression, remained a major impediment to applications until the emergence of the simplex algorithm for linear programming in the 1940’s. Papers by Charnes, Cooper and Ferguson (1955) and Wagner (1959) provided a foundation for modern algorithms for linear $l_1$-regression by Barrodale and Roberts (1973), Bartels and Conn (1980) and others. These algorithms are readily extended to linear quantile regression, introduced in Koenker and Bassett (1978), of which $l_1$-regression is an important (median) special case. See Koenker and d’Orey (1987) for a description of a simplex-based, modified Barrodale-Roberts algorithm for linear quantile regression.

The current state of algorithms for nonlinear quantile regression is far less satisfactory. Certainly nothing comparable to the venerable Gauss-Newton algorithm for nonlinear least squares problems has emerged. Despite a flurry of interest by prominent numerical analysts in the 1970’s and early 1980’s, see, e.g., Osborne and Watson (1971), Murray and Overton (1981) and Bartels and Conn (1982), occasional applications of nonlinear quantile regression have relied on the Nelder and Mead (1965) algorithm and other generic optimization methods. An excellent statement of the current state-of-the-art is provided in the thesis of Busovaca (1985).

In contrast, the statistical theory of nonlinear quantile regression has developed rapidly in recent years. Powell (1986) has emphasized its value in the analysis of censored and truncated responses. Asymptotic theory for the case of serially independent errors has been developed by Oberhofer (1982), Dupačová (1987), Powell (1991), and Jurečková and Procházka (1993).
Theoretical developments by Weiss (1991) and White (1991) have stressed applications to time-series analysis. Applications of Horowitz and Neumann (1987), Chamberlain (1990), and others have demonstrated its value in applied econometrics. Jurečková and Procházka (1993) describe an interesting application in pharmacology.

In this paper we will describe a new approach to the computation of nonlinear quantile regression estimators based on recent interior point methods for solving linear programs. In the next section we review interior point methods for strictly linear problems. Section 3 describes our approach to nonlinear problems, and Section 4 describes our computational experience.

2. Interior Point Methods for Linear Programs

In this section we provide a brief discussion of interior point methods for solving strictly linear programs including the linear quantile regression problem. Our exposition will follow closely that of Vanderbei, Meketon, and Freedman (1986) and Meketon (1986). For linear (in parameters) quantile regression the interior point method may be interpreted as iteratively reweighted least squares (IRLS). However, in sharp contrast to other attempts to compute $l_1$ regression estimates by IRLS, the interior point approach can be shown to converge to the correct answer. See Bassett and Koenker (1992) for a critique of some recent $l_1$ IRLS algorithms which fail to possess this property. We should emphasize that in our experience interior point algorithms for linear quantile regression do not appear to be competitive in efficiency terms with existing simplex method algorithms. However, unlike simplex based methods they do appear to offer a natural extension to nonlinear problems. Thus a clear understanding of the linear case is an essential first step in our exposition.
2.1. A Canonical LP

Consider the equality constrained linear program

\[
\min \{ c' \omega \mid \omega \in \Omega \equiv \{ \omega \in \mathbb{R}_+^n, \ A\omega = b \} \}
\]

where \( \mathbb{R}_+^n \) denotes the positive orthant of \( \mathbb{R}^n \), \( A \) is an \( m \times n \) matrix, and \( b \) is an \( m \)-vector. Given a feasible point in the interior of the constraint set, \( \omega \in \text{int} (\Omega) \), interior point methods proceed in two steps. First we transform coordinates to reposition \( \omega \) so it is centered relative to the set \( \Omega \). Then a (projected) gradient step is taken toward the boundary of \( \Omega \). Repeating this process brings us arbitrarily close to a solution, and a stopping criterion is eventually invoked.

To flesh out this brief description, let \( D \) be a diagonal matrix with the elements \( \omega \) on the diagonal and consider the transformation

\[
\omega \rightarrow D^{-1} \omega
\]

We have \( D^{-1} \omega = I_n \), an \( n \)-vector of ones, so the transformation \( D \) has the effect of centering \( \omega \) relative to the orthant boundaries of \( \Omega \). Correspondingly, we may define \( \tilde{A} = AD \) and \( \tilde{c} = Dc \). In the transformed coordinates we wish to move in the gradient direction \( -\tilde{c} \), but to preserve feasibility we should instead project \( \tilde{c} \) onto the null space of \( \tilde{A} \) to insure that the equality constraints are satisfied.

Let \( \hat{c} \) denote this projection, i.e.,

\[
\hat{c} = (I_n - \tilde{A}'(\tilde{A}'\tilde{A})^{-1}\tilde{A})\tilde{c}
\]

Clearly, \( \hat{c} \) is a direction of descent; and we now move toward the boundary of \( \Omega \) in this direction. Let

\[
\hat{\alpha} = \max_{i=1, \ldots, n} \{ e_i' \hat{c} \}
\]

where \( e_i \) is the \( i \)-th unit basis vector for \( \mathbb{R}^n \). For some fixed \( \eta \in (0, 1) \), consider
\[ \omega - (\eta/\alpha) D\hat{c} \rightarrow \omega \]

which defines a sequence of iterations \( \omega_{k+1} = T(\omega_k) \). Since at each iteration

\[ c'\omega_{k+1} = c'\omega_k - (\eta/\alpha)c'D\hat{c} = c'\omega_k - (\eta/\alpha)\|\hat{c}\|^2, \quad (2.3) \]

we expect to see an improvement in the objective function at each iteration as long as \( \alpha > 0 \).

The parameter \( \eta \), which, following Meketon, we take as .97 in our implementation of the algorithm, insures that the updated \( \omega \) is feasible. This would be true, of course, as long as \( \eta \in (0,1) \).

**Proposition.** If \( \hat{c} \leq 0 \) the problem (2.1) is unbounded, unless \( \hat{c} = 0 \) in which case every \( \omega \in \Omega \) is optimal. Otherwise, the problem is bounded and the sequence \{\( c'\omega_k \)\} is strictly decreasing, hence convergent.

**Proof.** Since the proof of this proposition, found in Vanderbei, Meketon and Freedman (1986), is both elementary and revealing we repeat it here for the sake of completeness. If \( \hat{c} = 0 \), there exists a vector \( z \) such that \( \tilde{c} = A'z \), hence \( D\tilde{c} = DA'z \) and since \( \omega \in \text{int} (\Omega) \) it follows that \( c = Az \).

But then for any \( \omega \in \Omega \),

\[ c'\omega = z'A\omega = z'b \]

which is independent of \( \omega \), establishing that \( c'\omega \) is constant on all of \( \Omega \). Next consider \( \hat{c} \leq 0 \).

Note that

\[ c'\omega_1 = c'\omega - \gamma(\omega)\tilde{c} = c'\omega - \gamma(\omega)\|\hat{c}\|^2 \quad (2.4) \]

where \( \gamma(\omega) = \eta/\alpha \). The dependence on \( \omega \) is obviously through \( \alpha \). Since \( \hat{c} \leq 0 \),

\[ \omega_\rho = \omega - \rho D\hat{c} \]

is feasible for any \( \rho > 0 \) and

\[ c'\omega_\rho = c'\omega - \rho \|\hat{c}\|^2 \]

implies that \( c'\omega_\rho \rightarrow -\infty \) as \( \rho \rightarrow \infty \). Finally, if \( \hat{c} \geq 0 \), then \( \gamma(\omega) > 0 \), so \( c'\omega_1 < c'\omega \) follows from (2.4), establishing that the step is a direction of descent. \( \blacksquare \)
2.2. Linear $l_1$-regression

In the linear model

$$y_i = x_i'\beta + u_i \quad i = 1, \ldots, n,$$

as noted in the introduction, the $l_1$-estimator of $\beta$ which minimizes

$$R(\beta) = \sum_{i=1}^{n} |y_i - x_i'\beta|.$$

may be formulated as a linear program. The primal form of the $l_1$ linear program may be written as

$$\min\{1_n' u^+ + 1_n' u^- | (b, u^+, u^-) \in \mathbb{R}^p \times \mathbb{R}^{2n}_+, Xb + u^+ - u^- = y, \}$$

where $y$ is the $n$-vector of responses, $X$ is the $n \times p$ design matrix and $1_n$ is an $n$-vector of 1’s. Having distinguished the positive and negative parts of the residual vector, we are simply minimizing a linear function subject to linear constraints. The dual problem may be written as

$$\max \{y'd | d \in \Omega = \{d \in [-1, 1]^p, X'd = 0\}\}.$$ 

The dual variables, $d$, may be viewed as Lagrange multipliers on the constraints, i.e., marginal costs of relaxing the constraints. If $u_i$ is nonzero, then $d_i = \text{sgn}(u_i)$; otherwise, when $u_i=0$, $d_i \in (-1, 1)$. By complementary slackness there will be, barring degeneracy in the primal problem, exactly $p$ of the $u_i$’s equal zero at an optimum and consequently $p$ of the $d_i$ not equal to $\pm 1$.

To solve the dual problem we proceed as before, except that the centering is slightly altered to accommodate the altered form of $\Omega$. For any initial feasible point $d$, e.g., $d=0$, following Meketon (1986), set

$$D = \text{diag}(\min\{1+d_i, 1-d_i\}).$$

In the transformed coordinates $D^{-1}d$ the projected gradient is

$$D\hat{u} = (I_p - DXD^2X)^{-1}X'Dy = D(y - Xb)$$

where $b = (X'D^2X)^{-1}X'D^2y$. Note that, as in the former case, the transformation has the effect
of centering the point \( \mathbf{d} \) in the feasible set \( \Omega \). Now let

\[
\alpha = \max_{i=1, \ldots, n} \left\{ \max \left\{ \frac{e_i \mathbf{D}^2 \hat{\mathbf{u}}}{1 + d_i}, \frac{-e_i \mathbf{D}^2 \hat{\mathbf{u}}}{1 - d_i} \right\} \right\}
\]

and again for \( \eta \in (0, 1) \) to assure dual feasibility we take the step

\[
\mathbf{d} \leftarrow \mathbf{d} + (\eta/\alpha) \mathbf{D}^2 \hat{\mathbf{u}}.
\]

Note the change in sign since we are now maximizing. The iteration sequence \( \mathbf{d}_{k+1} = T(\mathbf{d}_k) \) in the dual vector implicitly defines a corresponding primal sequence with

\[
\mathbf{b}_k = (X \mathbf{D}^2_k X)^{-1} X \mathbf{D}^2_k \mathbf{y}.
\]

As Meketon notes, the duality theory yields a natural stopping criterion. Since

\[
y^\prime \mathbf{d}_k \leq \sum |y_i - x_i^\prime \mathbf{b}_k|
\]

with optimality if and only if equality holds, it is reasonable to stop iterating when the difference between the dual and primal values is less than a specified tolerance. It is well known that the \( l_1 \) solution need not be unique, so it is worthwhile to recall that degeneracy of the dual solution implies multiple optimal solutions to the primal and vice versa. Both problems are most easily resolved by small random perturbations of the design matrix and response vector.

### 2.3 Linear Quantile Regression

If we replace the (symmetric) \( l_1 \)-criterion with an asymmetric linear criterion so we minimize

\[
R_\theta(\mathbf{b}) = \sum_{i=1}^{n} \rho_\theta(y_i - x_i^\prime \mathbf{b})
\]

\( \rho_\theta(u) = u(\theta - I(u < 0)) \), we obtain the regression quantiles of Koenker and Bassett (1978). The dual problem is now,

\[
\max \left\{ y^\prime \mathbf{d} \mid \mathbf{d} \in \Omega = \{ \mathbf{d} \in [\theta - 1, \theta]^n, \ X^\prime \mathbf{d} = 0 \} \right\}
\]

This leads to an algorithm identical to the \( l_1 \) special case except that now
\[ D = \text{diag} \left( \min(\theta - d_i, 1 - \theta + d_i) \right) \]

and

\[ \alpha = \max_{i=1, \ldots, n} \left( \max \left( \frac{e_i'D^2\hat{u}}{\theta - d_i}, \frac{-e_i'D^2\hat{u}}{1 - \theta + d_i} \right) \right). \]

The dual vector, \( \mathbf{d} \), plays an important statistical role in the theory of linear quantile regression. Gutenbrunner and Jurečková (1992), generalizing the rank score process of Hájek and Šidák (1967), introduce the regression rank score process

\[ \hat{a}(\theta) = \arg\max_{a \in [0, 1]^n} \{ y'a | X'a = (1 - \theta)\mathbf{1}_n \} \]

which is obviously just a translation of the dual vector \( \mathbf{d} \) introduced above, \( \hat{a}(\theta) = \hat{d}(\theta) + (\theta - 1)\mathbf{1}_n \). Hájek and Šidák’s rank score process for the location model, \( X \equiv \mathbf{1}_n \), takes the simple form,

\[ \hat{a}_i(\theta) = \begin{cases} 1 & \text{if } \theta \leq (R_i - 1)/n \\ R_i - \theta n & \text{otherwise} \\ 0 & \text{if } \theta > R_i/n \end{cases} \]

where \( R_i \) is the rank of \( y_i \) among \( y_1, \ldots, y_n \).

Gutenbrunner and Jurečková (1992) suggest an elegant new approach to estimation in the linear model based on the regression rank score process. They construct weights

\[ w_i = \int_0^1 \hat{a}_i(\theta) d\phi(\theta) \]

for appropriately chosen score function \( \phi \) and consider weighted least squares estimators of the form

\[ \hat{\beta} = (X'WX)^{-1}X'Wy \]

where \( W = \text{diag} \left( w_i \right) \). For the simple "trimming-\( \phi \)" \( \phi_\alpha(\theta) \equiv (1 - 2\alpha)^{-1}I(\alpha \leq \theta \leq 1 - \alpha) \) we have, integrating by parts, \( w_i = \hat{a}_i(1 - \alpha) - \hat{a}_i(\alpha) \) which takes the value 1 if observation \( y_i \) is above the \( \alpha \)th regression quantile plane and below the \( (1 - \alpha) \)th plane, and takes the value 0 if \( y_i \)
is

above both, or below both. If \( y_i \) lies on either the \( \alpha \)th or \((1 - \alpha)\)th regression quantile plane, \( w_i \) takes a value strictly between 0 and 1. This resolves the ambiguity implicit in early proposals by Koenker and Bassett (1978) and Ruppert and Carroll (1980) for similar trimmed least squares estimators. The regression rank score process also provides a natural means of generalizing linear rank tests to the linear regression model. See Gutenbrunner, Jurečková, Koenker and Portnoy (1993) for details.

3. Nonlinear Quantile Regression

To extend these ideas to the case of nonlinear response functions we begin by considering the nonlinear \( l_1 \) problem

\[
\min_{t \in \mathbb{R}^p} \sum_{i} |f_i(t)| \tag{3.1}
\]

where, for example,

\[
f_i(t) = y_i - f_0(x_i, t).
\]

As noted by El Attar, et al (1979) a necessary condition for \( t^* \) to solve (3.1) is that there exists a vector \( d \in [-1, 1]^n \) such that

\[
J(t^*)'d = 0 \tag{3.2}
\]

\[
f(t^*)'d = \sum |f_i(t^*)| \tag{3.3}
\]

where \( f(t) = (f_i(t)) \) and \( J(t) = (\partial f_i(t)/\partial t_j) \)

Thus, as proposed by Osborne and Watson (1971), one approach to solving (3.1) is to solve a succession of linearized \( l_1 \) problems minimizing

\[
\sum |f_i(t) - J_i(t)'\delta|,
\]

choosing a step length, \( \lambda \), at each iteration, by line search in the resulting directions \( \delta \). The difficulty, as we see it, with this approach is twofold. First, it requires us to fully solve an \( l_1 \)
problem at each iteration. Secondly, and perhaps more significantly, the resulting search directions may actually be inferior to directions determined by incomplete solutions to the sequence of linearized problems. Indeed the information contained in the initial steps of the dual iteration seems better suited to solving the nonlinear problem since they embody the relevant local information at the current value of t. Further iteration is only effective when the problem "nearly linear."

Let t be the value of the parameter at the current iteration, and consider the dual problem

\[
\max \{ f^t d \mid d \in [-1, 1]^n, \ J^t d = 0 \}. \tag{3.4}
\]

If the model were linear so \( f(s) = f(t) - K(s-t) \) for some fixed matrix \( K \), then a solution could be found by applying Meketon’s algorithm to find \( d^* \) to solve (3.4), computing

\[
\delta^* = (K^D^2 K)^{-1} K^D^2 f,
\]

where \( D = \text{diag} (\min \{1-d_i^*, 1+d_i^* \}) \) and setting \( t^* = t + \delta^* \). When \( f \) is nonlinear there is no longer a compelling argument for fully solving (3.4) at each iteration, indeed, in our experience only a few iterations to refine the dual vector is preferable. In the version of the algorithm we have implemented to conduct the tests reported in the next section we typically take two dual steps between successive updates of \( f \) and \( J \). A detailed description of the algorithm is now provided.

3.1. Dual Step

For any feasible \( d \) in the interior of the constraint set of (3.4) we refine \( d \), following Meketon, as follows. Let
\[ D = \text{diag} \left( \min \{1 - d_i, 1 + d_i \} \right) \]
\[ s = D^2 (I - J' (J'D^2 J)^{-1} J'D^2) f. \]
\[ d \leftarrow d + (\eta / \alpha) s \]

where
\[ \alpha = \max \{ \max \{ s_i / (1 - d_i), -s_i / (1 + d_i) \} \} \]

and \( \eta \in (0, 1) \) is the constant chosen to insure feasibility. Following Meketon, we use \( \eta = .97 \).

Updating \( D, s, \) and the new \( d \) continues the iteration. To this point the algorithm is exactly as in Section 2.2, but now \( f \) and \( J \) depend upon the current value of \( t \) so the process is embedded in a sequence of primal iterations in which we update \( f \) and \( J \) as follows.

3.2. Primal Step

The dual step yields the primal direction
\[ \delta = (J'D^2 J)^{-1} J'D^2 f \]
which we explore by line search. Our current implementation uses the S implementation of Gay(1984) in the S function \( \text{nlminb} \). Updating we have
\[ t \leftarrow t + \lambda^* \delta \]
where \( \lambda^* = \arg \min_{\lambda} \sum_i |f_i(t + \lambda \delta)| \), and we then update \( f \) and \( J \). However before returning to the dual step we must adjust the current \( d \) to ensure that it is feasible for the new value of \( J \). This is accomplished, somewhat naively, by projecting the current \( d \) onto the null space of the new \( J \), i.e. \( \hat{d} = (I_n - J' J)^{-1} J' d \) and then shrinking it to insure that it lies in \([-1, 1]^n \), so
\[ d \leftarrow \hat{d} / (\max_i |\hat{d}_i| + \varepsilon) \]
for some tolerance parameter \( \varepsilon > 0 \). Obviously, when the problem is linear, so \( J \) is fixed, this "adjustment" is nugatory since \( d \) is already in the null space of \( J \), and the algorithm is essentially like Meketon’s.
3.3. Stopping

The algorithm currently terminates when the new iterate fails to improve the objective function by a specified tolerance. In the implementation we use $10^{-7}$. Exploration of alternative stopping rules is a topic for future research. Obviously, the tolerance here must exceed the smallest safely detectable value of $|(x - y)/x|$ as in $\text{R1MACH}(4)$ of the PORT3 library, Fox (1984).

3.4 Related Literature

Gill, Murray, Saunders, Tomlin, and Wright (1986) and Bayer and Lagarias (1991) have recently pointed out the close relationship of "projected Newton barrier" methods (see Fiacco and McCormick (1965)) and interior point methods. Algorithms closely related to the one described above could presumably be formulated employing logarithmic barrier functions in the dual vector $d$.

3.5. Quantile Regression

As in the case of the linear problem the generalization of the $l_1$ problem to other quantiles is straightforward involving only a modification of the constraint set $[-1, 1]^n$ to $[\theta - 1, \theta]^n$ for some $\theta \in (0, 1)$. $\theta$ appears only in the recentering of the $d$ vector and the computation of $\alpha$ in the dual step described in Section 2.3 above. Obviously, the shrinkage of the dual vector to ensure dual feasibility described in Section 3.2 must also be appropriately modified.

4. Numerical Experience

In this section we describe our computational experience with a variety of test problems. To facilitate comparison with existing results in the literature we have chosen problems from
Busovaca(1985) and Wormersley(1986). We focus exclusively on the $l_1$ case since there are no comparable results in the literature for other quantiles. The problems used are described in detail in Appendix A. We have attempted to investigate all of the test problems reported in the published literature, however in a few cases we were unable find a complete description of the problem. The problem taken from Wormersley is included to explore the important special case of piecewise linear response functions which arise in Powell’s(1986) formulation of the quantile regression problem for censored data.

All of the reported tests were carried out in S on a DEC station 5000. To implement a simple version of the Osborne and Watson(1971) algorithm in S we employed the S function \texttt{l1fit} which does $l_1$ regression using the Barrodale and Roberts(1973) algorithm. The S function \texttt{lsfit} carries out the corresponding weighted least squares computations for the interior point algorithm. The algorithm and the test problems are available on the internet; sending the email message \texttt{send index for S} to \texttt{statlib@stat.cmu.edu} will generate a reply which explains how to use this valuable resource.

A summary of our experience on the test problems appears in Tables 5.1 and 5.2. For Wormersley’s(1986) censored regression problem (Problem 1) our version of the interior point algorithm converges to Wormersley’s reported solution. However, it should be noted that the solution to this problem is notoriously nonunique. Busovaca’s algorithm, which requires second derivatives cannot be employed on Problem 1 due to the fact that the Hessian of the response function is identically zero almost everywhere. The remaining problems are all taken from Busovaca, and generally our interior point solutions correspond closely to his. In Problems 7 and 13 there are small discrepancies favoring Busovaca; in Problem 9 there is a larger discrepancy favoring the interior point method. Results for our implementation of the Osborne
and Watson algorithm are somewhat less satisfactory. It fails completely on Problems 11 and 12, performs poorly in Problems 1, 4b, and 13, but does slightly better than the interior point method on Problem 5. All three algorithms fail for Problem 4a which is highly degenerate at the specified initial point. At an alternative starting point, labeled Problem 4b, the interior point algorithm performs well. Finally, we observe that two Meketon steps per iteration generally perform well, however in the Watson problem two steps leads to an unsatisfactory solution, while one step per iteration performs nicely. Unfortunately, we do not have a good explanation for this.

While our primary objective at this (early) stage of research is getting the correct answer, a few remarks might be made on efficiency. In Table 5.1 we report the number of iterations required for each algorithm for all 14 test problems. Explicit timings are not meaningful since the three algorithms were not coded comparably. We may observe that the computational effort per iteration is approximately the same for our interior point algorithm and the Busovaca algorithm, while the Osborne and Watson algorithm requires the full solution to a linear $l_1$ problem at each iteration and therefore requires substantially more effort per iteration. Comparing iteration counts for our interior point method versus Busovaca we see that of the 11 problems for which both have solutions 4 favor the interior point methods, 6 favor Busovaca with one tie. In one case, Problem 7, the interior point algorithm stops due to exceeding the maximal iteration count.

5. Some Concluding Remarks

We have described a simple approach to computing quantile regression estimates for problems with nonlinear response functions. The approach is based on recent developments on inte-
rior point methods for linear programming, but may be viewed as a variant of well-known iteratively reweighted least squares. While the algorithm seems to perform well on a variety of test problems, there is considerable room for improvement. Handling rank deficiency in the model Jacobian is critical. Alternative stopping criteria also should be explored.
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