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ABSTRACT. Renewed interest in Stein shrinkage and empirical Bayes methods more generally has prompted new work on confidence intervals for empirical Bayes estimates. Bruce Hansen’s cogent discussion of Armstrong et al. (2020) in a recent Chamberlain Seminar aroused my curiosity about performance of posterior empirical Bayes intervals based on the nonparametric maximum likelihood methods of Robbins (1950) and Kiefer and Wolfowitz (1956). This note describes some further simulation evidence based on the implementation of this approach in Koenker and Gu (2015), and closely related methods of Efron (2019). While the “minimalist” approach based on posterior percentile intervals contructed from the NPMLE of Kiefer-Wolfowitz perform poorly, the smoother G modeling approach of Efron is found to possess good “robustness of validity” and “robustness of efficiency.”

1. Introduction

Consider a family of mixture models of the form,

\[ f(y) = \int \varphi(y|\theta) dG(\theta), \]

where \( \varphi \) denotes a known parametric “base” model and \( G \) denotes an unknown, nonparametric mixing distribution. Such models are fundamental in empirical Bayes compound decision settings where we have the (exchangeable) hierarchical structure,

\[ Y_i \sim \varphi(y|\theta_i); \quad \theta_i \sim G. \]

When \( \theta \) is a location parameter, so \( \varphi(y|\theta) = \varphi(y-\theta) \) this is a conventional deconvolution problem usually evoking characteristic function methods, however recent work has emphasized the applicability of maximum likelihood methods. An authoritative overview of this approach is provided in Efron (2019) and the discussion thereof. When the mixing distribution, \( G \), is Gaussian, familiar Bayesian computations yield the James-Stein shrinkage formulas for (compound) squared error loss. This is the parametric empirical Bayes setting explored in Armstrong et al. (2020). In this note I want to very briefly explore two nonparametric approaches for confidence interval construction. We will
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see that the minimalist NPMLE methods of Kiefer and Wolfowitz while well suited to point estimation are not so well adapted to interval estimation. This conclusion complements the recent simulation findings and discussion of Jiang (2019), who considers several smoothed versions of the NPMLE.

2. The Kiefer-Wolfowitz NPMLE

In Koenker and Mizera (2014) we have advocated the Kiefer-Wolfowitz NPMLE approach to estimating $G$ and constructing estimates of the $\theta_i$’s for compound decision problems. In sharp contrast to finite dimensional mixture problems with highly multimodel likelihoods, discrete formulations of the general nonparametric mixture problem are strictly convex and therefore admit unique solutions. Consider a grid $t_0, t_1, \cdots, t_m$ with associated masses $\{g \in \mathbb{R}^m | g_i \geq 0, \sum_{i=1}^m g_i \Delta t_i = 1\}$, we can approximate the log likelihood by,

$$\ell(G) = \sum_{i=1}^n \log f_i$$

where the $n$ vector $f = Ag$ and $A$ is the $n$ by $m$ matrix with typical element $\varphi(y_i, t_j)$. As is well known from Laird (1978) or Lindsay (1983) the NPMLE, $\hat{G}$, has $p \leq n$ positive mass points, while in practice this $p$ is usually closer to $\log n$ than $n$. Interior point methods for solving such problems are considerably more efficient than earlier EM approaches greatly facilitating the study of their performance in simulation experiments. Unfortunately, little is known about their statistical efficiency from a theoretical perspective beyond the basic consistency results of Kiefer and Wolfowitz (1956) and Pfanzagl (1988).

Given an estimator for $G$, the usual Bayesian machinery can be invoked to produce point estimates with respect to various loss functions. In particular, we have Tweedie’s formula, see e.g. Efron (2011), for $\varphi$ standard Gaussian,

$$\hat{\theta}_i = y_i + f'(y_i)/f(y_i)$$

as a (nonlinear) shrinkage formula that can be implemented by plugging in $\hat{G}$ for $G$. Had we known $G$ this is just the posterior mean, the Bayes rule with respect to (compound) quadratic loss. Other loss functions produce other point estimates, so quantile loss yields posterior quantiles. This raises the natural question: are these posterior quantile estimates good for anything. In particular, could they be used to construct confidence intervals for the $\hat{\theta}_i$’s? Before putting this to the test, let me briefly describe an alternative approach due to Efron.

3. Efron’s NPMLE

Efron (2016) has proposed an alternative approach to estimating $G$ that expresses its log derivative by a regression spline,

$$g(y|\theta) = \exp\{\sum_{j=1}^p \theta_j \psi_j(y) - \psi_0(\theta)\},$$
as in the pure density estimation methods of Stone (1990) and Barron and Shue (1991). We can maintain the same discretization for the support of \( G \), and set,
\[
g = (g_j) = (g(t_j|\theta)),
\]
so the log likelihood can be expressed as above, except that now we are estimating a finite dimensional parameter \( \theta \) of predetermined dimension. Efron suggests natural splines for the \( \psi_j \) functions and the penalization,
\[
\ell_n(G_\theta) + \lambda \| \theta \|
\]
by the Euclidean norm of the vector \( \theta \), thereby shrinking \( \theta \) toward the origin and \( \hat{G} \) toward the uniform distribution. A virtue of the Efron approach over the Kiefer-Wolfowitz form of the NPMLE is that it produces smooth \( \hat{G} \)'s that are better suited to inference. Their downside, as we have stressed in our contributed discussion, Koenker and Gu (2019), is the need to choose tuning parameters for the dimension of the basis expansion and the penalty parameter \( \lambda \).

A striking feature of both the Efron and Kiefer-Wolfowitz proposals is that neither depend upon the mixture model being a formal convolution. Of course when \( \theta \) is a location parameter so \( \varphi(y|\theta) = \varphi(y - \theta) \) then classical deconvolution methods are also applicable. Efron compares the performance of his procedure with the kernel deconvolution method of Stefanski and Carroll (1990), and concludes that the latter is “too variable in the tails.” This is confirmed in the comparisons reported in our contributed discussion of Efron (2019).

4. Some Simulation Evidence

We consider three simulation settings: the two proposed by Hansen, and one bonus setting proposed by an astute reader of the first draft who shall remain anonymous. All settings are special cases of the standard Gaussian sequence model,
\[
Y_i = \theta_i + u_i,
\]
with \( u_i \sim \mathcal{N}(0, 1) \) and \( \theta_i \sim G \). In the first setting \( G \) is also Gaussian with mean 0, and constant variance, \( V \). This is obviously a favorable setting for the linear shrinkage Stein rule. There is almost no “signal” we are just observing Gaussians with variance \( 1 + V \), when \( V \) is large there will be a few observations that are sufficient “unusual” that they would be unlikely to come from the standard Gaussian, but especially when \( V \) is small this setting is quite challenging for any NPMLE. The second setting is can be viewed as more typical of genomic Gaussian sequence models: \( G = 0.90\delta_0 + 0.10\delta_a \), where \( \delta_x \) is the usual Dirac \( \delta \)-function with mass 1 at the point \( x \). In the former setting there are four values of \( V \) that are considered, \( \{0.1, 0.5, 1, 2\} \), while in the latter setting \( a = \sqrt{10V} \) for one element of same set of \( V \)'s. The procedure proposed by Armstrong et al. (2020) is now included in the simulation comparisons as implemented in their R package “ebci”.

In our third bonus setting \( G \) is gamma with shape parameter \( 6\sqrt{V} \) and rate parameter \( 3 \). The corresponding densities for these \( G \) distributions are depicted in Figure 1.
In Table 1 I report observed coverage for posterior $[0.025, 0.975]$ intervals based on the Kiefer-Wolfowitz NPMLE on the left and the Efron NPMLE as well as the AKP-M procedure. For the Efron intervals I’m using the default 5 degrees of freedom natural spline basis expansion and $\lambda = 0.1$. It is painfully apparent that the using the Kiefer-Wolfowitz $\hat{G}$ produces severe under coverage in this setting, while the default Efron procedure is quite reliable. To explore this a bit further we report mean length of the intervals in Table 2, and root mean squared error of the posterior means in Table 3. It is evident from these tables that the under coverage of the KW intervals is due to their length; the KW posterior mean estimates are slightly more accurate than the point estimates delivered by the Efron posterior means. The discrete nature of the KW estimate, $\hat{G}$ inevitably produces intervals that are sensitive to the mass points of the $\hat{G}$, and can result in wildly optimistic intervals. The Armstrong et al (AKP-M) intervals have good coverage except for the $V = 0.1$ case where they are seriously uncovering. In contrast the Efron intervals are quite reliable throughout and at the same time considerably shorter than the AKP-M intervals except in the situations in which the latter undercover.

In Tables 4 to 6 we report parallel results for (outlier) Setting 2 of the simulation experiment. The Kiefer-Wolfowitz intervals are again consistently too short under covering the true parameters. The AKP-M intervals coverage is again quite good except when the outliers are relatively close to the null mass point at $\theta = 0$. However, the lengths of the AKM-P intervals are considerably wider than than the corresponding Efron intervals despite the fact that the Efron intervals tend to be unnecessarily conservative. KW posterior means are slightly more accurate than the Efron point estimates as in Setting 1 and
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they are considerably more accurate than the point estimates delivered by linear shrinkage underlying the AKP-M procedure.

In Tables 7 to 9 we report parallel results for Setting 3 of the simulation experiment. The KW intervals are still poor in terms of coverage but now both the Efron and AKP-M intervals perform well in terms of coverage. But the AKP-M intervals are much too wide. The Efron smoothing of the MLE performs well in this asymmetric setting producing somewhat better RMSE performance than the Kiefer-Wolfowitz estimator.
### Table 5. Simulation Setting 2: Observed interval length in 1000 trials for intended nominal coverage 0.95

<table>
<thead>
<tr>
<th>V</th>
<th>Kiefer-Wolfowitz</th>
<th>Efron</th>
<th>AKP-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=100</td>
<td>n=200</td>
<td>n=500</td>
<td>n=1000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.579</td>
<td>0.607</td>
<td>0.649</td>
</tr>
<tr>
<td>0.5</td>
<td>1.036</td>
<td>1.058</td>
<td>1.069</td>
</tr>
<tr>
<td>1</td>
<td>0.913</td>
<td>0.849</td>
<td>0.828</td>
</tr>
<tr>
<td>2</td>
<td>0.564</td>
<td>0.521</td>
<td>0.480</td>
</tr>
</tbody>
</table>

### Table 6. Simulation Setting 2: Observed root mean squared error in 1000 trials of posterior mean

<table>
<thead>
<tr>
<th>V</th>
<th>Kiefer-Wolfowitz</th>
<th>Efron</th>
<th>AKP-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=100</td>
<td>n=200</td>
<td>n=500</td>
<td>n=1000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.118</td>
<td>0.102</td>
<td>0.091</td>
</tr>
<tr>
<td>0.5</td>
<td>0.285</td>
<td>0.261</td>
<td>0.242</td>
</tr>
<tr>
<td>1</td>
<td>0.281</td>
<td>0.249</td>
<td>0.235</td>
</tr>
<tr>
<td>2</td>
<td>0.159</td>
<td>0.135</td>
<td>0.118</td>
</tr>
</tbody>
</table>

### Table 7. Simulation Setting 3: Observed coverage proportion in 1000 trials for intended nominal coverage 0.95

<table>
<thead>
<tr>
<th>V</th>
<th>Kiefer-Wolfowitz</th>
<th>Efron</th>
<th>AKP-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=100</td>
<td>n=200</td>
<td>n=500</td>
<td>n=1000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.858</td>
<td>0.928</td>
<td>1.023</td>
</tr>
<tr>
<td>0.5</td>
<td>1.309</td>
<td>1.385</td>
<td>1.514</td>
</tr>
<tr>
<td>1</td>
<td>1.518</td>
<td>1.640</td>
<td>1.747</td>
</tr>
<tr>
<td>2</td>
<td>1.733</td>
<td>1.858</td>
<td>1.991</td>
</tr>
</tbody>
</table>

### Table 8. Simulation Setting 3: Observed interval length in 1000 trials for intended nominal coverage 0.95

<table>
<thead>
<tr>
<th>V</th>
<th>Kiefer-Wolfowitz</th>
<th>Efron</th>
<th>AKP-M</th>
</tr>
</thead>
<tbody>
<tr>
<td>n=100</td>
<td>n=200</td>
<td>n=500</td>
<td>n=1000</td>
</tr>
<tr>
<td>0.1</td>
<td>0.212</td>
<td>0.194</td>
<td>0.182</td>
</tr>
<tr>
<td>0.5</td>
<td>0.360</td>
<td>0.340</td>
<td>0.324</td>
</tr>
<tr>
<td>1</td>
<td>0.438</td>
<td>0.422</td>
<td>0.406</td>
</tr>
<tr>
<td>2</td>
<td>0.532</td>
<td>0.510</td>
<td>0.493</td>
</tr>
</tbody>
</table>

### Table 9. Simulation Setting 3: Observed root mean squared error in 1000 trials of posterior mean
5. Conclusion

Viewed in retrospect it is hardly surprising that the Kiefer-Wolfowitz posterior intervals perform poorly. Their discrete character of the estimated posterior makes it almost impossible for them to adapt to a desired $\alpha$ level. What is more surprising about the foregoing exercise is the excellent performance of the Efron intervals. It might have been expected that since they do not account for variability in $\hat{G}$, they too might under cover, but they are actually a little too conservative in all three settings of the experiment. It is tempting to suggest that the performance of the KW intervals could be ameliorated by some judicious smoothing of the KW $\hat{G}$. But this would draw us back into the contested territory of tuning parameter selection and our four page limit has already been exceeded. Like his son’s predictions about the length of the Iraq war, let’s just concede that Jack Wolfowitz’s intervals are just too short. The main take away from the experiments is that nonparametric $G$ modeling not only produces good performance for point estimation and prediction, but it is also capable of delivering reliable estimates of the precision of such estimates. In contrast linear shrinkage and associated “least favorable” confidence interval procedures, as least as currently implemented in Armstrong et al. (2020) and the associated R package, has room for improvement on both of George Box’s (1953) goals of “robustness of validity” and “robustness of efficiency.”
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