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Tobit, Sample Selection, and Trunction

The simplest of this general class of models is Tobin's (1958) model for durable demand

y�i = x0i� + ui ui � iid F

yi = maxfy�i ; 0g

That is, we have a propensity, a latent variable, which describes demand for something { when y�i > 0
we act on it otherwise we do nothing. This model is the simplest form of the Censored regression

model. The �rst question we should address is Why not estimate by OLS? First, we must clarify OLS
on what? Let's consider OLS on just the yi > 0 observations. Recall that OLS tries to estimate the
conditional mean function for y so let's try to compute this in our case:

y�i = xi� + ui

so

E(yijy
�

i > 0) = x0i� +E(uijy
�

i > 0) = x0i� + E(ui > �x0i�)

by the Appendix A

= xi� +
��(x0i�=�)

�(x0i�=�)

when ui � iid N (0; �2): Thus

E�̂ = (X 0X)�1X 0Ey = � + �(X 0X)�1X 0�

where � = (�i=�i).
Note that all the mass corresponding to y� < 0 piles up at y = 0: So we get a nonlinear conditional

expectation function. The Heckman 2-step Estimator
This suggests that if we could somehow estimate �=� = 
 we might be able to correct for the

bias introduced by omitting the zero observations. How to estimate 
? The tobit model as expressed
above is just the probit model we have already considered except that in the previous case � � 1; but
note here we can divide through by � in the �rst equation without changing anything. Then it is clear
that we are estimating 
 = �=� by the usual probit estimator. So Heckman(1979) proposes:

(1.) Estimate binary choice model by probit.

(2.) Construct �̂i = �(x0i
)=�(x
0

i
̂).

(3.) Reestimate original model using only yi > 0 observations but including �̂i as additional
explanatory variable. Coe�cient estimated on � is �:

This approach is helpful because it clari�es what is going wrong in OLS estimation and how to
correct it, but it is problematic in several other respects. In particular, it is di�cult to construct s.e.'s
for the estimates since the e�ect of the preliminary estimate of 
 is non-negligible. It is also instructive
to consider the mle in this problem. The likelihood is straightforward to write down:

L(�; �) =
Y

i:yi=0

F

�
�
x0i�

�

� Y
i:yi>0

��1f((yi � x0i�)=�)

1
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Figure 1. Bias of OLS estimator in the Censored Regression Model: The �gure illus-
trates the conditional expectation of the latent variable y�i given x as the solid straight
line in the �gure. The conditional expectation of the observed response yi is given by
the curved dotted line. And the least squares linear approximation of the conditional
expectation of the observed response is given by the dashed line. Note that in this
model the conditional median function of yi given x is the piecewise linear function
maxfa+ bx; 0g, where E(y�i jx) = a+ bx.

for F = � we have

=
Y

i:yi=0

(1� �

�
x0i�

�

�
)
Y

i:yi>0

��1�((yi � x0i�)=�)

It is useful to contrast this censored regression estimator with the truncated regression estimator with
likelihood,

L(�; �) =
nY

i=1

(�(x0i�=�))
�1�((yi � x0i�)=�)

Powell's estimator
A critical failing of the Gaussian mle is that it can perform poorly in non-Gaussian and/or het-

eroscedastic circumstances. If we go back to our picture we can see that the primary source of the
di�culty we have been discussing is due to the wish to estimate conditional expectations. If, instead,
we tried to estimate the condition median then we have

(�) med(yijxi) = maxfx0i�; 0g

so we can consistently estimate � by solving

min
X

jyi �maxfx0i�; 0gj
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This works for any F as long as (*) holds, even if there is heteroscedasticity. This can be easily
extended to quantile regression in general. An interesting question is what quantiles o�er optimal
e�ciency in estimating �.

Simple Heckman Sample Selection Model

Now, we will extend the tobit model to a somewhat more general setup which is usually associated
with a labor supply model of Gronau. Gonsider two latent variable equations,

y�
1

= x0
1
�1 + u1

y�
2

= x0
2
�2 + u2

and assume that we observe

y1 =

8<
:

1 y�
1
> 0

if
0 y�

1
� 0

y2 =

8<
:

y�
2

y1 = 1
if

0 y1 = 0

where in the labor supply model y1 may be interpreted as the decision to enter the labor force and y2
is the number of hours worked. Then,

E(y2jx2; y1 = 1) = x0
2
�2 + E(u2ju1 > �x0

1
�1)

but by Appendix B u2ju1 � N (�12
�2
1

u1; �
2

2
� �2

12
��2
1
) so

E(y2jx2; y1 = 1) = x0
2
�2 +E(

�12
�2
1

u1ju1 > �x0
1
�1)

Recall from Tobit case

E(u1ju1 > �x0
1
�1) =

�1�(x
0

1
�1=�1)

�(x0
1
�1=�1)

= �1�

so

E(y2jx2; y2 = 1) = x0
2
�2 +

�12
�1

�(x0
1
�1=�1)

which may now be estimated by Heckman 2-step as follows.
(1.) Probit of y1 on x1 to get 
̂ if �1=�1.

(2.) Construct �̂ and regress y2 on [X2

...�̂]:
(3.) Test for Sample Selection bias using �12=�1 estimate. Or, this could be estimated via mle

methods.
Increasingly, researchers have grown dissatis�ed with the Heckman latent variable model recog-

nizing that under misspeci�cation of either the normality assumption or due to various forms of
heterogeneity large biases may ensue. Manski (1989) o�ers a radical reappraisal of the problem. He
begins with the observation that we can write,

(1) P (yjx) = P (yjx; z = 1)P (z = 1jx) + P (yjx; z = 0)P (z = 0jx)

when z denotes the binary selection variable. We would like to know P (yjx); but since P (yjx; z = 0)
is unobserved { we don't know for example what wages are like for the unemployed { there is a
fundamental identi�cation problem. This can be addressed in various parametric ways. The simplest
of these is to assume selection away. It turns out to be particularly di�cult to identify mean response
given general assumptions for (1). In contrast quantiles of y are somewhat more tractable. Let

Q̂y(� j�) = inf f�jP (y � �jx) � �g
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and de�ne

Qy(� jx) =

�
Qy(1� (1� �)=P (z = 1jx)jx; z = 1) if P (z = 1jx) >= 1� �
�1 otherwise

�Qy(� jx) =

�
Qy(�=P (�=P (z = 1jx)jx; z = 1) if P (z = 1jx) >= �
1 otherwise

Then, one can show that
Qy = (� jx) � Qy(� jx) � �Qy(� jx)
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APPENDIX A:

Some Notes on Conditional Expectations for the Tobit Model

If Z has dfF with density f , then the conditional density of Z given Z > c is

fc(z) = f(z)=(1� F (c))

Note Z
fc(z)dz = (1� F (c))�1

Z
1

c

f(z)dz = 1

as expected. The condition expectation of Z given Z > c is

E(ZjZ > c) =

Z
zfc(z)dz = (1� F (c))�1

Z
1

c

zf(z)dz:

For F standard Gaussian we have zf(z) = z�(z) = ��0(z) so,

E(ZjZ > c) = (1� �(c))�1(�

Z
1

c

�0(z)dz)

= �(c)=(1� �(c)):

Finally, consider Y = �Z so Y � N (0; �2):

E(Y jY > c) = E(�Zj�Z > c)

= �E(ZjZ > c=�)

= ��(c=�)=(1� �(c=�)):

APPENDIX B

Conditional Normality
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Theorem: Let Y be p-variate normal N (�;
) with sub-vectors Y1 and Y2 having EYi = �i, and
Cov(Yi; Yj) = 
ij : Assume 
11 and 
22 are nonsingular. Then the conditional distribution of Y2 given

Y1 is N (�2 +
21

�1

11
(Y1 � �1);
22� 
21


�1

11

12):

Proof: (This is a simpli�ed version of Rao, Linear Stat Inference, 1973, p. 523. Rao relaxes
the nonsingularity condition.) Consider

Cov[Y2 � �2 � 
21

�1

11
(Y1 � �1); Y1 � �1] = 
21 � 
21


�1

11

12 = 0 (�)

Similarly, let U = Y2 � �2 � 
21

�1

11
(Y1 � �1) clearly EU = 0 and

V (U) = V [Y2 � 
21

�1

11
Y1]

= 
22 +
21

�1

11

12 � Cov(Y2;
21


�1

11
Y1)� Cov(
21


�1

11
Y1; Y2)

= 
22 � 
21

�1

11

12

Since U is a linear function of normal r.v.'s it is normal, and therefore,

U � N (0; 
22 � 
21

�1

11

12) (+)

Further, (�) establishes that U and Y1 � �1 are independent, hence (+) may be interpreted as the
conditional distribution of U given Y1; which is equivalent to what we wished to prove.


