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e Choquet Expected Utility

Is there a useful role for pessimism in economic decision theory?

e Choquet Risk

Is there a pessimistic theory of risk

e Choquet Portfolios

How to be pessimistic?



What would you be willing to pay to play the game:

G = {pay: p, win: 2" with probability 27", n=1,2,...}

Bernoulli observed that even though the expected payoff was infinite, the
gambler who maximized logarithmic utility would pay only a finite value to
play. For example, given initial wealth 100,000 Roubles, our gambler would
pay only 17 Roubles and 55 kopecks.



To decide between two real valued gambles

X~F and Y ~(d

we choose X over Y if




Suppose we have acts P, (), R, ... in a space P, which admits enough
convex structure to allow us to consider mixtures,

aP+(1—-a)QeP ac(0,1)

Think of P, (), R as probability measures on some underlying
outcome/event space, X.

Or better, view P, (), R as acts mapping a space S of soon-to-be-revealed
“states of nature” to the space of probability measures on the outcome
space, X.



Theorem(von-Neumann-Morgenstern) Suppose we have a preference
relation {>=, >, ~} on P satisfying the axioms:

(A.1) (weak order) For all PQ,Re P, P>~ Q or Q = P, and P >~ @ and
Q=zP=P=zR,

(A.2) (independence) For all P,Q,R € P and a € (0,1), then P >~ Q =
aP+(1-—a)R>a@Q + (1 —a)R,

(A.3) (continuity) For all P,Q,R € P, if P > @ and () > R, then there exist
a and 3 € (0,1), such that, aP + (1 — )R > BQ(1 — B)R.

Then there exists a linear function v on P such that for all P,Q € P,
P > @ if and only if u(P) > u(Q).



The independence axiom seems quite innocuous, but it is extremely

powerful. We will consider a weaker form of independence due to
Schmeidler (1989).

(A.2') (comonotonic independence) For all pairwise comonotonic P,Q, R € P
anda€ (0,1) P>~Q=>aP+(1-—a)R>a@Q + (1 —-ao)R,

Definition Two acts P and () in /P are comonotonic, or similarly ordered,
If for no sand ¢t in S,

P({t}) = P({s}) and Q({s}) > Q({t}).

“If P is better in state ¢ than state s, then () is also better in ¢ than s.”



Definition The two functions X,Y : {2 — IR are comonotonic if there
exists a third function Z : 2 — R and increasing functions f and g such
that X = f(Z) and Y = g(%).

From our point of view the crucial property of comonotonic random
variables is the behavior of quantile functions of their sums. For
comonotonic random variables X, Y, we have

Fily(u) = Fy''(u) + Fy ' (w)

By comonotonicity we have a U ~ U|0, 1] such that

7 = g(U) = F'(U) + F; Y (U) where g is left continuous and increasing,
so by monotone invariance, Fg_(%]) =go F(jl = F;!' + F,'. Comonotonic
random variables are maximally dependent a la Fréchet

Fxy(z,y) = min{Fx (z), Fy (y)}.



Among the many proposals offered to extend expected utility theory the
most attractive (to us) replaces

Epu(X) = /O W(F1(1))dt > /O W(G1(8))dt = Bqu(Y)

with

B, qu(X) = /O wW(F=L(8))dv(t) > /O wW(G1(t))dv(t) = B, cu(Y)

The measure v permits distortion of the probability assessments after
ordering the outcomes. This rank dependent form of expected utility has

been pioneered by Quiggin (1981), Schmeidler (1989), Wakker (1989) and
Dennenberg (1990).



By relaxing the independence axiom we obtain a larger class of preferences
representable as Choquet capacities and introducing pessimism.

The simplest form of Choquet expected utility is based on the “distortion”
Ve (t) = min{t/a, 1}

E, ru(X)=a! /Oa w(F~1(t))dt

This exaggerates the probability of the proportion a of least favorable
events, and totally discounts the probability of the 1 — o most favorable
events. Expect the worst — and you won't be disappointed.
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| have, at least once heard it objected against the personalistic view
of probability that, according to that view, two people might be
of different opinions, according as one is pessimistic and the other
optimistic. | am not sure what position | would take in abstract
discussion of whether that alleged property of personalistic views would

be objectionable,
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| have, at least once heard it objected against the personalistic view
of probability that, according to that view, two people might be
of different opinions, according as one is pessimistic and the other
optimistic. | am not sure what position | would take in abstract
discussion of whether that alleged property of personalistic views would
be objectionable, but | think it is clear from the formal definition of
qualitative probability that the particular personalistic view sponsored
here does not leave room for optimism and pessimism, however these
traits may be interpreted, to play any role in the person’s judgement
of probabilities. (Savage(1954), p. 68)
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survival probability
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survival time

Survival Functions for a hypothetical medical treatment: The Lehmann
quantile treatment effect is the horizontal distance between the survival
curves. In this example consideration of the mean treatment effect would
slightly favor the (dotted) treatment curve, but the pessimistic patient
might favor the (solid) placebo curve.
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In the expected utility theory risk is in effect an attribute of the utility
function:

Risk Neutrality = u(x) ~ affine
Risk Aversion = u(x) ~ concave
Risk Attraction = u(x) ~ convex

Locally, the risk premium, i.e. the amount one is willing to pay to accept a
zero mean risk, X, is

m(w, X) = 2A(w)V(X)

where A(w) = —u"(w)/u'(w) is the Arrow-Pratt coefficient of absolute
risk aversion and V(X)) is the variance of X. The variance of X7



Would you accept the gamble:

win $110
G o0="0 < lose $100

Suppose you say “no”, then what about the gamble:

a 50 — 50 <win $700, 000
5 _

lose $1, 000

If you say “no” to GG for any initial wealth up to $300,000, then you must
also say “no” to Go.

Moral: A little local risk aversion over small gambles implies implausibly
large risk aversion over large gambles. Reference: Rabin (2000)
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When Veloblitz and Flash bicycle messengers from Zurich were confronted

with the bet: N —
win
00 — 0 < lose 5 CHF

54% rejected the bet.

Reference: Fehr and Gotte (2002)
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Definition  (Artzner, Delbaen, Eber and Heath (1999)) For real valued
random variables X € X on (2,.A) a mapping ¢o: X — R is called a
coherent risk measure Iif,

1. Monotone: XY € X, with X <Y = o(X) > o(Y).
2. Subadditive: X, Y, X +Y € X, = o(X +Y) < o(X) + o(Y).

3. Linearly Homogeneous: For all A > 0 and X € X, o(AX) = Ao(X).

4. Translation Invariant: For all A € R and X € X, o(A+ X) = o(X) — \.

Many conventional measures of risks including those based on standard
deviation are ruled out. So are quantile based measures like “value at risk.”
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The leading example of a coherent risk measure is

(0%
0v,(X) = —a_1/ F_l(t)dt
0
Variants of this risk measure have been introduced under several names

e Expected shortfall (Acerbi and Tasche (2002))
e Conditional VaR (Rockafellar and Uryasev (2000))

e Tail conditional expectation (Artzner, et al (1999)).

Note that o, (X) = —FE,, r(X), so Choquet a-risk is just negative
Choquet expected utility with distortion function v,
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Definition A risk measure o will be called pessimistic if, for some
probability measure v on [0, 1]

o(X) = / W0

By Fubini
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We can approximate general pessimistic risk measures by taking

do(a) =) | @ibr(a)dt
where 6, denotes (Dirac) point mass 1 at 7. Then
1
oX) =~ [ P dv(t)
0

where dv(t) = Y o7 'I(t < 7;) and ; > 0, with > ; = 1, this is a
piecewise constant density function.
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An Example
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Theorem (Kusuoka (2001)) A regular risk measure is coherent if and
only if it is pessimistic.

e Pessimistic Choquet risk measures correspond to concave v, i.e., mono-
tone decreasing dv.

e Probability assessments are distorted to accentuate the probability of the
least favorable events.

e The crucial coherence requirement is subadditivity, or submodularity, or
2-alternatingness in the terminology of Choquet capacities.



Samuelson (1963) describes asking a colleague at lunch whether he would
be willing to make a

win 200

50 — 50 bet < oce 100

The colleague (later revealed to be E. Cary Brown) responded
“no, but | would be willing to make 100 such bets.”

This response has been interpreted not only as reflecting a basic confusion
about how to maximize expected utility but also as a fundamental
misunderstanding of the law of large numbers.
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Payoff Density of 100 Samuelson trials

I I I I I I
—-10000 0 5000 10000 15000 20000

X

Odds of losing money on the 100 trial bet is 1 chance in 2300.



Suppose, for the sake of simplicity that

dip(t) = 101 2(t) + 2010
so for one Samuelson coin flip we have the unfavorable evaluation,

E, p(X) = 1(—100) + 3(50) = —25

but for S = Zjiﬂ X; ~ Bin(.5,100) we have the favorable evaluation,

1/2
E,r(S) = 12 / Eg ' (t)dt 4 £(5000)
0

= 1704.11 + 2500
= 4204.11
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Theorem Let X be a real-valued random variable with EX = y < oo, and
pa(u) = u(a — I(u < 0)). Then

in Ep, (X — &) = (X
iy pa(X — &) = ap+ 0,,(X)

So « risk can be estimated by the sample analogue
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It was inevitable: eventually everything looks like quantile
regression to this guy!
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Now let X = (X3,...,X,) denote a vector of potential portfolio asset
returns and Y = X "7, the returns on the portfolio with weights 7.

Consider
min 0y, (¥) — Aa(Y)

Minimize a-risk subject to a constraint on mean return.

This problem can be formulated as a quantile regression problem

min Y po(za — Y (wa —3ij)B;— &) st 2'7(B) = po,
1=1
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Two asset return densities with identical mean and variance.
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Two more asset return densities with identical mean and variance.
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Two pairs of asset return densities with identical mean and variance.
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Markowitz portfolio minimizes the standard deviation of returns subject to mean return
= .07. The Choquet portfolio minimizes Choquet risk (for « = .10) subject to
earning the same mean return. The Choquet portfolio has better performance in both

tails than mean-variance Markowitz portfolio.
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Now, the Markowitz portfolio minimizes the standard deviation of returns subject to mean
return u = .07. The Choquet portfolio maximizes expected return subject to achieving
the same Choquet risk (for a = .10) as the Markowitz portfolio. Choquet portfolio has
expected return pu = .0768, 68 basis points higher than the Markowitz portfolio.
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Any pessimistic risk measure may be approximated by

=) Prov, (X
k=1

where p, > 0 for k=1,2,...,m and > ¢ = 1.

Portfolio weights can be estimated for these risk measures by solving linear
programs that are weighted sums of quantile regression problems.

m n p
min 373 vwpalei = (= 2 — &) st 7 Tw(9) = o
71=2

(8,6)€l k=1 i=1
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e Expected Utility is unsatisfactory both as a positive, i.e., descriptive,
theory of behavior and as a normative guide to behavior.

e Choquet (non-additive, rank dependent) expected utility provides a sim-
ple, tractable alternative.

e Choquet portfolio optimization can be formulated as a quantile regression
problem thus providing an attractive practical alternative to the dominant
mean-variance approach of Markowitz (1952),
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